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Background

• To fulfill complex information needs, users will issue a sequence of queries, examine 
and interact with some of the results. 

• Utilizing contextual information of the current search session is valuable for capturing 
a user's actual search intent.



Motivation

• Existing neural approaches in session search mainly used encoders (e.g.,
RNN, BERT) to encode user behaviors into a latent representation.

• However, the current session sequence may contain some useless 
information that could cause the encoders to misinterpret the real user intent.



Motivation

• A straightforward way to tackle this issue is to apply the auto-encoder 
technique, which enhances the encoder by making the decoder recover
the whole session sequence.

• However, applying auto-encoder to session search is non-trivial in 
three aspects: 
• Generating the whole session sequence is challenging. 
• There is noise in the session sequence. 
• The user behaviors that represent the real search intent may be implicit in the 

current session sequence.



Idea
• An encoder-decoder structure + generative tasks (designed for SS):
• Task 1: Predicting future queries. 
• Task 2: Predicting future clicked documents.
• Task 3: Predicting a supplemental query.

• These tasks address the three challenges of auto-encoder as follows:
• Task 1&2 attempt to generate future queries and documents separately.
• We explore many potential generation targets, and propose these three tasks 

that can actually help the encoder.
• All these tasks try to predict sequences that are not in the current session.

• ASE – Auto-Session-Encoder



Overview

• A standard encoder-decoder learning framework.

• Jointly learn ranking and generative tasks.

• Decoder not used in inference.



Modeling Session Sequence

• Constructing behavior sequence to input sequence.
• 𝐼 = CLS 𝑞! EOS 𝑑! EOS …𝑞" EOS SEP 𝑑# EOS SEP

• Ranking score: Applying an MLP to the output of “[CLS]” token.



Generative Tasks
• Predicting Future Queries

• More accurate expression of search intent.
• 𝐺𝑇! = 𝑞"#! SEP 𝑞"#$ SEP …𝑞"#% SEP
• 𝑤: prediction window size.

• Predicting Future Clicked Documents
• More specific than keyword-based queries.
• 𝐺𝑇$ = 𝑑" SEP 𝑑"#! SEP …𝑑"#%&! SEP
• Starting with current clicked document.

• Predicting a Supplemental Query
• sup 𝑞"' , 𝑞" = spe 𝑞"' , 𝑞" + sim 𝑞"' , 𝑞"
• 𝐺𝑇( = 𝑞"' SEP



Optimization

• Pair-wise Ranking Loss:
• 𝐿$ 𝑞" = ∑ %!",%!# '(!max 0, 𝛼 − 𝑆𝑐𝑜𝑟𝑒 𝑑#

) + 𝑆𝑐𝑜𝑟𝑒 𝑑#*

• Log-likelihood Generation Loss:
• 𝐿+ 𝐺𝑇 = −∑,-!

./ log 𝑃𝑟 𝑤,|𝑤!:,*!, 𝑆, 𝑑#

• Multi-task Learning with Uncertainty:
• 𝐿 = 1$

23%&
+ log 𝜏42 + 1 + ∑+'.(

1'
23'&

+ log 𝜏+2 + 1 )

• 𝜏: Uncertainty parameter, balancing losses of tasks.



Experimental Setup

• Dataset: AOL, Tiangong-ST.

• Baselines:
• Ad-hoc ranking models: BM25, ARC-I, ARC-II, KNRM, Duet.
• Context-aware ranking models: CARS, HBA-Transformers, HQCN, RICR,

BERT, BART, COCA.

• Codes: https://github.com/haon-chen/ASE-Official

https://github.com/haon-chen/CAMI


Experimental Setup

• Backbone: BART
• BERT-like Encoder + GPT-like Decoder (only architectures).

• Good for generation task, on par for discriminative task.

• Fair comparisons with BERT-based baseline models.
• Comparable parameters as BERT (6 layers encoder + 6 layers decoder v.s. 12 layers encoder).
• Pre-trained on same data and same training settings as BERT.

• Can be applied to other Transformers-based encoder-decoder PLMs.



Results



Ablation Studies
Predicting Future Queries (PFQ).
Predicting future Clicked Documents (PCD).
Predicting a Supplemental Query (PSQ).



Performances of Various Generative Targets
Current Session Sequence:
𝑆 = {𝑞!, 𝑑!, 𝑞2, 𝑑2, … , 𝑞"}



Effect of Prediction Window Size
Performances of the variant of ASE (BART with 
𝐺𝑇! and 𝐺𝑇") with different values of 𝑤 on AOL:



Applicability

Application of the proposed generative tasks (𝐺𝑇s) to 
Other Transformer-based Encoder-Decoder Models:
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